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Abstract – In Wireless Sensor Networks (WSNs) data gathering is 

a fundamental task. Data gathering trees have the ability of 

performing aggregation operations are also known as Data 

Aggregation Trees (DATs). Load-balanced factor is neglected in 

construction of DATs in previous work. By investigating the 

problem, load-balanced DAT are constructed in which load-

balanced factor is considered in three phases, Load–balanced 

Maximal Dominating set, Connected Maximal Dominating Set, 

Load-balanced Parent Node Allocation. But these three phases 

may lead to either performance loss or improvement, since it has 

not been investigating correlations among them. Therefore, in this 

paper, we propose a sophisticated model to integrate the above 

three phases together and analyze the overall performance of 

LBDAT construction, by designing a distributed algorithm. 

Simulation results show that proposed algorithm better than the 

existing approaches significantly. 

Index Terms – Load-balanced, Deterministic Network, Load-

Balanced Maximal Dominating Set, Connected Maximal 

Dominating Set, Distributed algorithm.  

1. INTRODUCTION 

Wireless sensor networks (WSNs) refer to a group of spatially 

dispersed and dedicated sensor nodes [13], which sense the 

monitored environment periodically and send the information 

to the base station. At the base station gathered or collected 

information can be processed further for end-user queries. In 

this data gathering process, data aggregation can be used to 

combine data from different sensors to eliminate redundant 

transmissions, as the data sensed by different sensors have 

spatial and temporal correlations [1], [2]. By using this data 

aggregation technique in WSNs, the amount of data to be 

transmitted by a sensor is reduced. This in turn cause decrease 

in each sensor’s energy consumption so that whole network life 

time is extended.  

A tree based topology is adopted for continues monitoring 

applications to gather and aggregate sensing data [3]. Data 

gathering trees have the ability of performing aggregation 

operations are also known as Data Aggregation Trees (DATs). 

DATs are directed trees rooted at base station and have a 

unique path from each node to the base node. But the 

construction of DATs did not consider load-balance factor, due 

to this nodes may quickly lose their energy. 

By investigating the above problem DAT is constructed by 

considering load-balance factor, then the DAT is referred as 

LBDAT (load-balanced DAT). LBDAT is constructed under 

DNM in three phases LBMDS, CMDS, LBPNA. As these three 

phases algorithms may lead to performance loss or 

improvement, since it has not been investigating correlations 

among them. 

In this paper, we propose a sophisticated model to integrate the 

above three phases together and analyze the overall 

performance of LBDAT construction, by designing a 

distributed algorithm. 

2. RELATED WORK 

A lot of research work has been done on aggregation trees in 

wireless sensor networks. There were many changes applied to 

the aggregation trees for maintain the tree in wireless sensor 

network. Some of those efforts are shown below. 

 DATs 

 Load Balanced DATS 

2.1. Data aggregation Trees (DATs) 

DATs which will perform aggregation operations on data 

gathering trees are directed trees rooted at the base station and 

have single directed path from each node to the base station [4]. 

In DAT, sensing data are combined at intermediate sensors 

which are collected from different sensors; to certain 

aggregation operations include COUNT, SUM, MAX 

AVERAGE and MIN [5].  

Most of the existing DAT constructions are based on the 

Deterministic Network Model (DNM), where any pair of nodes 

in a WSN is either disconnected or connected [6]. In this model, 

any pair of nodes is neighbors if their physical distance is lesser 
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than the communication range and the rest of pairs are always 

disconnected. 

In the construction of DAT load balance factor has not been 

considered. If we didn’t consider balancing the traffic load 

among the nodes in a DAT, some heavy-loaded nodes may 

quickly lose their energy, which in turn might cause network 

partitions or malfunctions. 

2.2. Load-Balanced DAT (LBDAT) 

DAT construction problem is the major concern, whereas the 

previous works focused on the aggregation problem and didn’t 

consider balancing traffic load among all the nodes in a 

network. Load- Balanced DAT considers the load-balance of 

the network [7]. Construction of LBDAT under the DNM is in 

three phases: 

 Load Balanced Maximal Dominating Set (LBMDS) 

An Maximal Dominating Set define formally [8] as 

consider a graph 𝐺 = (𝑉, 𝐸),  an Dominating Set (DS) 

is a subset 𝐷 ⊆ 𝑉 such that for any two vertex 

𝑣1, 𝑣2 ∈ 𝐼 they are not adjacent, i.e., (𝑣1, 𝑣2) ∉ 𝐸. A 

DS is called an MDS if we add one more arbitrary 

node to this subset, the new subset will not be a DS 

any more. 

 Connected Maximal Dominating Set (CMDS)After 

getting an LBMDS, we have to find a minimum-sized 

set of nodes called LBMDS connector set C to make 

this LBMDS M connected, which is a Connected 

MDS [9]. 

 Load Balanced Parent Node Allocation (LBPNA) 

after obtaining a CMDS, we have to find a parent for 

the connected MDS nodes, which is called LBPNA 

[10]. When LBPNA is decided, by assigning a 

direction to each link in the tree, we obtain an 

LBDAT. 

These Algorithms can extend network lifetime significantly, 

but lead to either performance loss or improvement, as the 

correlations among them have not been investigated.  

3. PROPOSED WORK 

In this paper, we propose a sophisticated model to integrate the 

above three phases together and analyze the overall 

performance of the LBDAT construction problem. To solve the 

LBDAT construction problem under DNM, distributed 

algorithm is designed which will integrate all the above three 

phases. 

3.1. p-norm 

The load-balanced factor is our major concern of this work. 

Thus, finding a suitable dimension to evaluate load-balance is 

the key to solve the CMDS and LBPNA problems. We use p-

norm to calculate load-balanced in this paper. p-norm can be 

given as follows: 

The p-norm of a 𝑛 × 1 vector 𝑋 = (𝑥1, 𝑥2, 𝑥3 … . . , 𝑥𝑛) is: 

|𝑋|𝑝 = (∑ |𝑥𝑖|
𝑝𝑛

𝑖=1 )
1

𝑝         (1) 

P-norm shows different properties for different values of p 

stated in [11]. If p is near to 1, the information routes are similar 

to the geometric shortest paths from the source to the base 

stations. For p=2, the information flow shows a similarity to 

electrostatics field. This can be used to calculate the load-

balance among 𝑥𝑖 . If the p-norm value is smaller, the more 

load-balanced is concerned feature vector 𝑋. 

3.2. Valid Degree (VD) 

For each dominate 𝑠𝑖 , 𝑉𝐷𝑖  is the number of its connected 

dominators. For eeach dominator 𝑠𝑗 , 𝑉𝐷𝑗  is the number of its 

allocated dominates (Dominating Set (DS) is a subset of nodes 

in the network where every node is either in the subset or a 

neighbor of at least one node in the subset. To be useful DS 

should be connected namely Connected Dominating Set 

(CDS). The nodes in CDS are called dominators, otherwise, 

dominates. In a WSN with CDS, dominates forward their data 

to their connected dominators. The CDS with the smallest size 

is called Minimum-sized Connected Dominating Set (MCDS)). 

 

(a) 

 

(b) 

Fig. 1 Allocation examples 
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Fig. 1(a) and Fig. 1(b) give imbalanced and balanced 

allocations of dominates. Using 𝑉𝐷𝑖  as information vector 𝑋, 
and can use p-norm to measure the load-balanced of the 

dominate allocation scheme. Therefore, the p-norm value of the 

allocation scheme shown in Fig. 1(a) is √6 and Fig 1(b) p-norm 

value is √6 . √6 <√8, which says that allocation shown in Fig. 

1(b) is further load-balanced than the Fig. 1(b). 

Because of instability of network topology, it is not always 

practical to allocate one dominate to one dominator. As to adapt 

network topology change, a terminology Expected Allocation 

Probability (EAP) is used as follows: 

3.3. Expected Allocation Probability (EAP) 

For each dominatee and dominator pair, there is an EAP, which 

gives the predictable probability so that the dominatee is to be 

allocated to the dominator. 

The EAP value associated on each dominatee and dominator 

pair directly determines the load-balanced factor of each 

allocation. Then the properties of the EAP values as follows: 

1. For each dominate 𝑠𝑖 , ∑ 𝐸𝐴𝑃𝑖𝑗 = 1.
|𝑁𝐸(𝑠𝑖)|
𝑗=1  where 

𝑁𝐸(𝑠𝑖)is the set of neighboring dominators of 𝑠𝑖, 

|𝑁𝐸(𝑠𝑖)| is the number of the nodes in set 𝑁𝐸(𝑠𝑖); 

2. In order to produce the most load-balanced allocation, 

which is obtained when the expected number of 

allocated dominated of all the dominators are the 

same. It can be formulated as follows: 

 

𝐸𝐴𝑃𝑖1 × 𝑉𝐷𝑖 = ⋯ = 𝐸𝐴𝑃𝑖|𝑁𝐸(𝑠𝑖)| ×  𝑉𝐷|𝑁𝐸(𝑠𝑖)|                                      

(2)                          

3.4. Distributed Algorithm 

The objective of the LBDAT problem is to find a load-balanced 

dominate allocation scheme. The most load-balanced 

allocation is the expected number of allocated dominatees of 

all the dominators is same, which is formulated n equation 2. 

By listing all the equations, we can solve them to get  𝐸𝐴𝑃𝑖𝑗  of 

each connected dominatee 𝑠𝑖, which is given as follows: 

𝐸𝐴𝑃𝑖1: 𝐸𝐴𝑃𝑖2: … . . 𝐸𝐴𝑃𝑖|𝑁𝐷(𝑠𝑖)| = 𝑉𝐷2 × 𝑉𝐷3 ×

… . 𝑉𝐷|𝑁𝐷(𝑠𝑖)|: … … . : ∏ 𝑉𝐷𝑗 : . .
|𝑁𝐷(𝑠𝑖)|
𝑗=𝑖,𝑖≠𝑗 : 𝑉𝐷1 × 𝑉𝐷2 ×

… 𝑉𝐷|𝑁𝐷(𝑠𝑖)|−1    (3) 

Therefore, the distributed LBDAT problem can be transformed 

to calculate the EAP value of each dominatee locally. 

The distributed algorithm is a localized two-phase algorithm 

where every node only needs to know the connectivity data in 

its 1-hop neighborhood. All the nodes get the VD values by 

broadcasting messages to all its neighbor nodes, and then store 

the values locally. Each dominate calculates the EAP values 

using equation 3. 

We call the following algorithm as LBDAT-Distributed 

algorithm. We use the following terms in algorithm, 

𝑉𝐷𝑘: The VD value of each node 𝑠𝑘 . 

𝑁𝐷(𝑠𝑘):  The set of neighbor dominatees of dominator 𝑠𝑘 . 

 |𝑁𝐷(𝑠𝑘)|:  The number of nodes in set 𝑁𝐷(𝑠𝑘). 

𝑁𝐸(𝑠𝑘): The set of neighbor dominators of dominatee 

𝑠𝑘 . 

|𝑁𝐸(𝑠𝑘)|:  The number of nodes in set 𝑁𝐸(𝑠𝑘).     

𝐸𝐴𝑃𝑖1: The EAP value of each connected dominatee 

𝑠𝑖 and dominator𝑠𝑗 pair. 

Algorithm: Distributed LBDAT 

1: Initialization Phase: 

2: For each dominatee 𝑠𝑖 , get the number of neighbor 

dominators (|𝑁𝐸(𝑠𝑖)|  ) and store locally. 

3: For each dominator 𝑠𝑗, get the number of neighbor dominates 

(|𝑁𝐷(𝑠𝑗)|) and store locally. 

4: Allocation Phase:  

5: For each dominate𝑒 𝑠𝑖 , calculate its neighboring dominators 

𝐸𝐴𝑃𝑖𝑗  by the following formula: 

6: 𝐸𝐴𝑃𝑖1: : 𝐸𝐴𝑃𝑖2: …: 𝐸𝐴𝑃𝑖 |𝑁𝐷(𝑠𝑖)| = 𝑉𝐷2 × 𝑉𝐷3 × … ×

𝑉𝐷 |𝑁𝐷(𝑠𝑖)|: … . . : 𝑉𝐷1 × 𝑉𝐷2 × … .× 𝑉𝐷|𝑁𝐷(𝑠𝑖)|−1 =

∏ 𝑉𝐷𝑗
|𝑁𝐷(𝑠𝑖)|
𝑗≠1,𝑖≠𝑗  

Each node 𝑠𝑖 maintains the following data structures: 

1) 𝑠𝑖 ′𝑠 ID, initialized to 0. 

2) The dominator/dominatee flag 𝑓. 1 means dominatee. 

It is initialized to 0. 

3) |𝑁𝐷(𝑠𝑖)|, if 𝑠𝑖 is a dominator; |𝑁𝐸(𝑠𝑖)|, if 𝑠𝑖 is a 

dominatee, initialized to 0. 

4) Neighbor dominator/dominatee lists. A list contains: 

a dominator/ dominatee’s ID, its VD value, and 𝐸𝐴𝑃𝑖𝑗 , 

initialized to∅. 

Initially, each node initializes its data structures and a broadcast 

a hello message containing its ID, VD, and 𝑓 to its 1-hop 

neighbor to exchange neighbor’s information. All the nodes 

run the following: 
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For any dominator 𝑠𝑖 , upon receiving a hello message from 

node 𝑠𝑗: if  𝑠𝑗 is a dominator, ignore the message. If 𝑠𝑗 is a 

dominatee, update |𝑁𝐷(𝑠𝑖)| and dominatee  𝑠𝑗′𝑠 ID and VD 

value in the neighbor dominatee list of the dominator f 𝑠𝑖 . 

For any dominator f 𝑠𝑖 , upon receiving a hello message from 

node f 𝑠𝑗 : if f 𝑠𝑗 is a dominatee, ignore the message. If f 𝑠𝑗 is a 

dominator, update |𝑁𝐸(𝑠𝑘)|:  and dominator  𝑠𝑗′𝑠 ID and VD 

value in the neighbor dominator list of the dominatee 𝑠𝑖 . 

Calculate and store 𝐸𝐴𝑃𝑖𝑗  based on the VD values stored in the 

neighbor dominator list using equation 3. 

The distributed algorithm is a 2-phase algorithm. The first 

phase is the initialization phase, where all the nodes get its 

neighborhood information and update its own data structure 

locally. In practical, it is hard to decide when the initialization 

phase completes. Hence we set a timer. If the timer expires, the 

second phase, allocation phase, starts to work. In the allocation 

phase, every dominatee calculates the EAP values of its 

connected dominators using equation3. We only use 1-hop 

neighborhood information to calculate the EAP values locally. 

Therefore, it is an easy and efficient algorithm. Nevertheless, 

only using the 1-hop neighborhood information to calculate the 

EAP values may lead us to find a local optimal solution instead 

of a global optimal solution. 

4. SIMULATION 

Here we evaluate our proposed algorithm by comparing it with 

pervious work [12], in which each dominatee chooses the 

neighbor dominator of the smallest ID as its parent. 

Four schemes are implemented: 

1. LBCDSs with LBDAT noted as LB-A 

2. LBCDSs with smallest ID dominator, noted as LB-ID 

3. MDS-based CDS with LBDAT, noted as MIS-A 

4. MDS-based CDS with the smallest ID dominator 

selection, noted as MIS-ID work in [6]. 

We compare them in terms of the p-norm values. 

4.1. Simulation Environment 

We build our own simulator; here all nodes have the same 

communication range (10m). n nodes are randomly deployed 

in a fixed area of 100𝑚 × 100𝑚. n is incremented from 200 to 

450 by 100. For a certain n, 100 instances are generated. The 

results are average among 100 instances. 

4.2. Simulation Results 

Fig 2 shows the p-norm values of the four schemes. With the 

increase of the number of the sensor nodes, the p-norm values 

increase correspondingly. This is because when the number of 

the nodes increases, we need more nodes to build an LBCDS. 

According to p-norm values, lesser the p-norm value, more the 

load-balanced the scheme. Fig 2 MDS-based CDS scheme has 

the largest p-norm values while the LBCDS with LBDAT 

scheme has the smallest p-norm values. This because the MDS-

based CDS scheme did not consider the load-balanced factor 

when building a CDS and then allocating dominatees to 

dominator. For clearly to say the p-norm values of the LBDAT 

scheme, we redraw the curve using smaller scale in Fig 2(b) for 

LBCDS with LBDAT. Fig 2 demonstrates that the Distributed 

LBDAT algorithm fits for any type of CDS. 

 

(a) 

 

(b) 

Fig 2 p-Norm Value 

5. CONCLUSION 

In this paper, we propose a new Distributed LBDAT concept, 

which is a CDS with minimum p-norm value in order to assure 

that the work load among each dominator is balanced. And 

aims to load-balanced allocate each dominatee to a dominator. 

We use EAP value to represent the expected probability of the 

allocation between each dominatee and dominator pair. The 

extensive simulation results show that compared to the 

existing, using an LBCDS and EAP values to load-balanced 

allocate dominatees can prolong network lifetime significantly. 
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